
Journal of Combinatorial Theory, Series A 215 (2025) 106035

Contents lists available at ScienceDirect

Journal of Combinatorial Theory, 
Series A

journal homepage: www.elsevier.com/locate/jcta

Finite versions of the Andrews–Gordon identity
and Bressoud’s identity

Heng Huat Chan a, Song Heng Chan b,∗

a Mathematical Research Center, Shandong University, No. 1 Building, 
5 Hongjialou Road, Jinan 250100, PR China
b Division of Mathematical Sciences, School of Physical and Mathematical Sciences, 
Nanyang Technological University, 21 Nanyang link, Singapore, 637371, Singapore

a r t i c l e i n f o a b s t r a c t 

Article history:
Received 28 March 2024
Received in revised form 7 
September 2024
Accepted 26 February 2025
Available online xxxx

Dedicated to the memory of 
Professor Basil Gordon

Keywords:
Rogers–Ramanujan identities
Andrews–Gordon identities
Bressoud’s identity
Generalizations of Dyson’s rank

In this article, we discuss finite versions of Euler’s pentagonal 
number identity, the Rogers-Ramanujan identities and present 
new proofs of the finite versions of the Andrews-Gordon 
identity and the Bressoud identity. We also investigate the 
finite version of Garvan’s generalizations of Dyson’s rank and 
discover a new one-variable extension of the Andrews-Gordon 
identity.

© 2025 Elsevier Inc. All rights are reserved, including those 
for text and data mining, AI training, and similar 

technologies.

1. Introduction

The famous identity of Euler, which expresses the generating function for the pentag-
onal numbers in terms of infinite product, states that
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∞ ∑
n=0

(−1)nq(3n2+n)/2 +
∞ ∑

n=1
(−1)nq(3n2−n)/2 =

∞ ∏
j=1

(1 − qj). (1.1)

Identity (1.1) has an elegant “finite” version due to L.J. Rogers [21] which is given as 
follows:

Theorem 1.1. Let n be any positive integer and q be any complex number. Then

n ∑
m=−n

(−1)mqm(3m−1)/2

(q; q)n−m(q; q)n+m
= 1 

(q; q)n
, (1.2)

where n is a positive integer and (a; q)0 = 1,

(a; q)n =
n ∏

j=1
(1 − aqj−1),

(a; q)∞ = lim 
n→∞

n ∏
j=1

(1 − aqj−1).

Several finite forms of Euler’s pentagonal number theorem can be found in the litera-
ture. For example, by replacing n with 3L and 3L+1, respectively, in [22, (16)], two finite 
forms of Euler’s pentagonal number theorem are obtained. Building on this, V.J.W. Guo 
and J. Zeng [18, (2.11), (2.12)] offered multiple extensions of these two finite forms.

In Section 2, we give a proof of (1.2) followed by some historical remarks about the 
identity. In Section 3, we use identities discovered by L.J. Rogers, Bailey’s transform and 
identities discussed in Section 2 to derive the Rogers–Ramanujan identities

∞ ∑
j=0 

qj
2

(q; q)j
= 1 

(q; q5)∞(q4; q5)∞
(1.3)

and

∞ ∑
j=0 

qj
2+j

(q; q)j
= 1 

(q2; q5)∞(q3; q5)∞
. (1.4)

In Section 4, we derive an analogue of a lemma of D.M. Bressoud used in his elegant 
proofs of (1.3) and (1.4). The discovery of this analogue is motivated by identities of 
Rogers discussed in Section 3. We use this analogue to derive new finite versions of (1.4).

In [17], B. Gordon gave a combinatorial generalization of the Rogers–Ramanujan 
identities for odd moduli. His identity was later converted to a q-series identity by 
G.E. Andrews [2] as
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(qk+ν+2; q2k+3)∞(qk−ν+1; q2k+3)∞(q2k+3; q2k+3)∞
(q; q)∞

(1.5)

=
∞ ∑

sk=0

∑
0≤s1≤s2≤···≤sk−1≤sk

qU(sk,sk−1,...,s1)

(q; q)sk−sk−1(q; q)sk−1−sk−2 · · · (q; q)s2−s1(q; q)s1

with 0 ≤ ν ≤ k and where

U(sk, sk−1, . . . , s1) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

k∑
j=ν+1

s2
j +

ν∑
j=1 

(s2
j + sj), if 0 ≤ ν < k;

k∑
j=1 

(s2
j + sj), if ν = k.

(1.6)

Around 1980, Bressoud [11] discovered a generalization of the Rogers–Ramanujan 
identity for even moduli given by

(qk+ν+1; q2k+2)∞(qk−ν+1; q2k+2)∞(q2k+2; q2k+2)∞
(q; q)∞

(1.7)

=
∞ ∑

sk=0

∑
0≤s1≤s2≤···≤sk−1≤sk

qU(sk,sk−1,...,s1)

(q; q)sk−sk−1(q; q)sk−1−sk−2 · · · (q; q)s2−s1(q2; q2)s1

for 0 ≤ ν ≤ k. Proofs of both (1.5) and (1.7) are also given by P. Paule [19].
In Section 5, we use identities derived from Sections 1 to 4 to prove the following finite 

versions of the Andrews–Gordon identity and Bressoud’s identity.

Theorem 1.2. Let k be a positive integer and ν be an integer such that 0 ≤ ν ≤ k. Then

n ∑
m=−n

(−1)mq((2k+3)m2+(2ν+1)m)/2

(q; q)n−m(q; q)n+m
(1.8)

=
n ∑

sk=0

∑
0≤s1≤s2≤···≤sk−1≤sk

qU(sk,sk−1,...,s1)

(q; q)n−sk(q; q)sk−sk−1 · · · (q; q)s2−s1(q; q)s1
,

and

n ∑
m=−n

(−1)mq(k+1)m2+νm

(q; q)n−m(q; q)n+m
(1.9)

=
n ∑

sk=0

∑
0≤s1≤s2≤···≤sk−1≤sk

qU(sk,sk−1,...,s1)

(q; q)n−sk(q; q)sk−sk−1 · · · (q; q)s2−s1(q2; q2)s1
,

where U(sk, sk−1, · · · , s1) is given by (1.6).
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We observe that by letting n → ∞ in (1.8) and (1.9), and applying the Jacobi triple 
product identity

(−zq; q)∞(−z−1; q)∞(q; q)∞ =
∞ ∑

j=−∞
zjqj(j+1)/2, (1.10)

we arrive at (1.5) and (1.7), respectively. Andrews informed us, through private commu-
nication, that one of the cases of (1.8) follows by letting all variables (except a, b, and 
N) tend to infinity in [3, Theorem 4.1]. One can also deduce (1.8) and (1.9) as special 
cases of [1, Theorem 3.1]. Identity (1.8) can also be found in [7, Section 3]. Our proofs 
of (1.8) and (1.9) presented in this article are different from those existing proofs cited 
above.

The rank of partition was introduced by F. Dyson [13] to provide combinatorial 
interpretations for Ramanujan’s renowned partition congruences modulo 5 and 7. Con-
currently, the notion of the crank of partitions, initially conjectured by Dyson and 
subsequently discovered by Andrews and Garvan [6], offers combinatorial interpreta-
tions for all three of Ramanujan’s partition congruences modulo 5, 7, and 11. Expanding 
on this groundwork, Garvan introduced a k-rank generalization of partition ranks and 
cranks in [14], where setting k = 1 yields the Andrews–Garvan crank, and k = 2 corre-
sponds to the Dyson rank.

The finite forms for the rank generating function and its variant can be found in [5, 
(12.2.2) and (12.2.4)]. On page 264 of [5], Andrews and Berndt gave the finite form of 
the crank generating function

n ∑
m=−n

(−1)mq(m2+m)/2(1 − c) 
(q; q)n−m(q; q)n+m(1 − cqm) = 1 

(cq; q)n(q/c; q)n
. (1.11)

Motivated by the identities found in [5, (12.2.2) and (12.2.4)] and (1.11), we undertake 
an exploration to find the finite forms for the generalized k-rank. Our result is as follows.

Theorem 1.3. Let k and ν be integers with 0 ≤ ν ≤ k. Then

n ∑
m=−n

(−1)mq((2k+1)m2+(2ν+1)m)/2(1 − c)
(q; q)n−m(q; q)n+m(1 − cqm) 

=
n ∑

sk=0

sk∑
sk−1=0

· · ·
s2∑

s1=0

qU(sk,sk−1,...,s2,s1)V (q) 
(q; q)n−sk(q; q)sk−sk−1 · · · (q; q)s2−s1(cq; q)s1(q/c; q)s1+1

,

(1.12)

where

V (q) =
{

1 − qsν+1+1/c, if 0 ≤ ν ≤ k − 1;
1 − qn+1/c, if ν = k.
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In Section 6, we prove Theorem 1.3 and give a few immediate consequences of the 
theorem. One of them demonstrates that the finite form (1.12) leads to a new Andrews–
Gordon type identity (6.1), which is a new one-variable generalization of the Andrews–
Gordon identity (1.5).

Our proofs of the finite forms of the Andrews-Gordon identities rely on three key steps: 
iterating the sums (for example, (5.1), (5.2), (6.5), and (6.6)), transitioning between 
balanced and unbalanced sums (for example, (5.3) and (6.7)), and determining the initial 
values (for example, (5.6) and (6.10)). While the use of sum iterations is not new and 
has been employed in previous proofs, a distinguishing feature of our approach is the 
novel transition between balanced and unbalanced sums. This systematic framework 
simplifies the derivation of Andrews-Gordon type identities, eliminating the need for 
ad-hoc techniques or the discovery of Bailey Lattices for each case. By employing this 
elementary and structured method, our approach offers enhanced clarity on the inherent 
structures of these identities.

2. Euler’s pentagonal number identity

In this section, we give a proof of (1.2). We begin with an identity connecting two 
finite sums.

Lemma 2.1. Let

γn =
n ∑

r=−n

(−1)rqr(3r+1)/2
[

2n
n− r

]
,

where

[
n
r

]
=

⎧⎨
⎩

(q; q)n
(q; q)r(q; q)n−r

if 0 ≤ r ≤ n,

0 otherwise.
(2.1)

Then

n−1 ∑
r=−(n+1)

(−1)rq3r(r+1)/2
[

2n
n− r − 1

]
= −qnγn. (2.2)

Proof. By (2.1), we observe that to prove (2.2), it suffices to show that

∞ ∑
r=−∞

(−1)rq3r(r+1)/2
[

2n
n− r − 1

]
= −qn

∞ ∑
r=−∞

(−1)rqr(3r+1)/2
[

2n
n− r

]
.

It is known that
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[
n
r

]
=

[
n− 1
r

]
+ qn−r

[
n− 1
r − 1

]
(2.3)

and [
n
r

]
= qr

[
n− 1
r

]
+
[
n− 1
r − 1

]
. (2.4)

Using (2.4), we deduce that
[
2n + 1
n− r

]
= qn−r

[
2n

n− r

]
+

[
2n

n− r − 1

]
. (2.5)

Next, observe that

∞ ∑
r=−∞

(−1)rq3r(r+1)/2
[
2n + 1
n− r

]
=

∞ ∑
r′=−∞

(−1)r
′
q3r′(r′−1)/2

[
2n + 1
n + r′

]
,

where we have let r′ = −r. Setting s = r′ − 1, we conclude that

∞ ∑
r=−∞

(−1)rq3r(r+1)/2
[
2n + 1
n− r

]
=

∞ ∑
s=−∞

(−1)s+1q3s(s+1)/2
[

2n + 1
n + s + 1

]

=
∞ ∑

s=−∞
(−1)sq3s(s+1)/2

[
2n + 1
n− s

]
.

Therefore,

∞ ∑
r=−∞

(−1)rq3r(r+1)/2
[
2n + 1
n− r

]
= 0. (2.6)

Identity (2.6) is due to L.J. Rogers [4, (3.12)].
Substituting (2.5) into the (2.6), we deduce that

qn
∞ ∑

r=−∞
(−1)rqr(3r+1)/2

[
2n

n− r

]
+

∞ ∑
r=−∞

(−1)rq3r(r+1)/2
[

2n
n− r − 1

]
= 0

and the proof of (2.2) is complete. �
We are now ready to prove (1.2).

Theorem 2.1. For any positive integer n,

γn = (q; q)2n
(q; q)n

,
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or

n ∑
r=−n

(−1)rqr(3r+1)/2
[

2n
n− r

]
= (q; q)2n

(q; q)n
. (2.7)

Note that (2.7) is the same as (1.2) but (1.2) is the identity that we wish to publicize.

Proof. From (2.3) and (2.4), we deduce that

[
2n

n− r

]
= q2n−2r

[
2n− 2
n− r

]
+ qn−r

[
2n− 2

n− r − 1

]
+
[

2n− 2
n− r − 1

]
+ qn+r

[
2n− 2

n− r − 2

]
.

Therefore,

γn =
∞ ∑

r=−∞
(−1)rqr(3r+1)/2q2n−2r

[
2n− 2
n− r

]
+

∞ ∑
r=−∞

(−1)rqr(3r+1)/2qn−r

[
2n− 2

n− r − 1

]

+
∞ ∑

r=−∞
(−1)rqr(3r+1)/2

[
2n− 2

n− r − 1

]
+

∞ ∑
r=−∞

(−1)rqr(3r+1)/2qn+r

[
2n− 2

n− r − 2

]
.

(2.8)

The second and third series of (2.8) are qnγn−1 and γn−1, respectively. The first series is

∞ ∑
r=−∞

(−1)rqr(3r+1)/2q2n−2r
[
2n− 2
n− r

]
= q2n

∞ ∑
r=−∞

(−1)rq3r(r−1)/2
[
2n− 2
n− r

]

= q2n
∞ ∑

r=−∞
(−1)rq3r(r+1)/2

[
2n− 2
n + r

]

= q2n
∞ ∑

r=−∞
(−1)rq3r(r+1)/2

[
2n− 2

n− r − 2

]

= −q3n−1γn−1,

where the last equality follows from (2.2). Similarly, the fourth series in (2.8) is 
−q2n−1γn−1. Therefore,

γn = (1 + qn − q2n−1 − q3n−1)γn−1 = (1 + qn)(1 − q2n−1)γn−1 (2.9)

and we deduce that

γn = (q; q)2n
(q; q)n

. �
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Remark 2.1. 

1. The recurrence (2.9) satisfied by γn can be proved by producing a qWZ-certificate for 
the identity. For more details, see Paule’s article [20]. The above proof may be viewed 
as a human discovery of a qWZ-certificate (and hence a proof of (1.2) obtained by a 
computer).

2. The proof of (2.7) (or equivalently (1.2)) is similar to the proof given by Rogers and 
presented by Andrews [4, Chapter 3]. Andrews defined

β2n = qn
2+n

∞ ∑
r=−∞

(−1)rqr(3r+1)/2
[

2n
n− r

]

and

β2n+1 = q(n+1)2
∞ ∑

r=−∞
(−1)rqr(3r+1)/2

[
2n + 1
n− r

]

and deduce that

β2n+1 − qn+1β2n = −q3n+2β2n and β2n − qnβ2n−1 = q2nβ2n−1

and conclude that [4, (3.17), (3.18)]

β2n = qn(n+1)(qn+1; q)n = qn(n+1) (q; q)2n
(q; q)n

and β2n−1 = qn
2
(qn; q)n.

Note that the expression for β2n is (2.7).
3. Identity (1.2) has been rediscovered several times. For example, it is proved in [19, 

(10)] using the identity of Bressoud (with a = 3/2 and x = −q1/2) [10, (18)]

n ∑
j=−n

xjqaj
2

(q; q)n−j(q; q)n+j
=

n ∑
s=0 

qs
2

(q; q)n−s

s ∑
j=−s

xjq(a−1)j2

(q; q)s−j(q; q)s+j
(2.10)

and the fact that

s ∑
j=−s

(−1)jqj(j+1)/2

(q; q)s−j(q; q)s+j
=

{
1 if s = 0,
0 otherwise.

4. Identity (1.2) also appeared in an article by A. Berkovich and S.O. Warnaar [8, (1.4)].
5. If we replace q by q−1 in (1.2), we obtain the identity

(−1)n q
−n(n+1)/2

(q; q)n
=

n ∑
m=−n

(−1)m q−m(m+1)/2

(q; q)n−m(q; q)n+m
.
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This identity follows by letting b, c → 0 in Jackson’s terminating q-analogue of 
Dixon’s sum [15, p. 355, (II.15)]

3ϕ2

(
q−2n, b, c

q1−2n/b, q1−2n/c
; q; q

2−n

bc 

)
= (b; q)n(c; q)n(bc; q)2n(q; q)2n

(b; q)2n(c; q)2n(bc; q)n(q; q)n

where

3ϕ2

(
a, b, c
d, e

; q; z
)

=
∞ ∑
j=0 

(a; q)j(b; q)j(c; q)j
(d; q)j(e; q)j(q; q)j

zj .

This gives another proof of (1.2). One can give several different proofs of (1.2) if one 
uses different identities involving the basic hypergeometric series.

3. Jacobi’s triple product identity, Bailey’s transform, (1.2) and the 
Rogers–Ramanujan identities

In Remark 2.1.3, we mentioned the connection of (1.2) with Bressoud’s elegant proofs 
of the Rogers–Ramanujan identities (1.3) and (1.4).

In this section, we show how to derive (1.3) and (1.4) using (1.2).
In [4, (3.3)-(3.5)], G.E. Andrews recorded the identity

(q; q)∞

⎛
⎝1 +

∞ ∑
j=0 

Bn(θ) q−n

(q; q)n

⎞
⎠ = 1 + 2

∞ ∑
n=1

qn
2
cosnθ, (3.1)

where

B2n(θ) = qn
2+n

(
(q; q)2n

(q; q)n(q; q)n
+ 2

n ∑
r=1 

qr
2 (q; q)2n
(q; q)n−r(q; q)n+r

cos 2rθ
)

and

B2n+1(θ) = 2q(n+1)2
(

n ∑
r=0 

qr(r+1) (q; q)2n+1

(q; q)n−r(q; q)n+r+1
cos(2r + 1)θ

)
.

Comparing the coefficients of cosnθ on both sides of (3.1), we deduce the following 
interesting identities:

Lemma 3.1. Let n be a positive integer and |q| < 1. Then

qn
2

= (q; q)∞
∑
s≥n

qs
2

(q; q)s−n(q; q)s+n
, (3.2)
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and

qn
2+n = (q; q)∞

∑
s≥n

qs
2+s

(q; q)s−n(q; q)s+n+1
. (3.3)

Identities (3.2) and (3.3) are not explicitly stated in [4, p. 22].
We now study the following two lemmas, which are special cases of Bailey’s transform.

Theorem 3.1. 

(a) If

βn =
n ∑

j=0 

αn

(q; q)n−j(q; q)n+j
,

then

∞ ∑
n=0

qn
2
βn = 1 

(q; q)∞

∞ ∑
n=0

qn
2
αn. (3.4)

(b) If

β∗
n =

n ∑
j=0 

α∗
n

(q; q)n−j(q; q)n+j+1
, (3.5)

then

∞ ∑
n=0

qn
2+nβ∗

n = 1 
(q; q)∞

∞ ∑
n=0

qn
2+nα∗

n. (3.6)

Proof. The proof is simply an application of interchanging the order of summation of 
two variable. We have

∞ ∑
n=0

qn
2
βn =

∞ ∑
n=0

n ∑
r=0 

qn
2 αr

(q; q)n−r(q; q)n+r

=
∞ ∑
r=0 

αr

∑
n≥r

qn
2

(q; q)n−r(q; q)n+r

= 1 
(q; q)∞

∞ ∑
r=0 

qr
2
αr,

where we have used (3.2) in the last equality. This completes the proof of (3.4). The 
proof of (3.6) is similar. �
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The sequences {αn|n ≥ 0} and {βn|n ≥ 0} are known as “Bailey pairs”.
Identity (3.4) is the case a = 1 of [4, (3.33)], which was proved using Bailey’s Lemma. 

We emphasize that, in our context, Bailey’s Lemma is not needed for the proofs of (3.4)
and (3.6) because of (3.2) and (3.3).

We are now ready to derive (1.3) and (1.4) from (1.2), or more precisely, from (2.2). 
First, we note that

1 
(q; q)n

=
n ∑

r=−n

(−1)rqr(3r−1)/2

(q; q)n−r(q; q)n+r
= 1 

(q; q)2n
+

n ∑
r=1 

(−1)rqr(3r−1)/2(1 + qr)
(q; q)n−r(q; q)n+r

.

Therefore, we may let

βn = 1 
(q; q)n

and α0 = 1 and for n ≥ 1,

αn = (−1)nqn(3n−1)/2(1 + qn)

and substitute them into (3.4). Upon doing so, we deduce that

∞ ∑
n=0

qn
2

(q; q)n
= 1 

(q; q)∞

(
1 +

∞ ∑
n=1

(−1)nqn(5n−1)/2(1 + qn)
)

= 1 
(q; q5)∞(q4; q5)∞

,

which gives (1.3).
Similarly, note that from (2.2),

qn

(q; q)n
=

n ∑
r=−n

(−1)rq3r(r−1)/2

(q; q)n−r(q; q)n+r
= 1 

(q; q)2n
+

n ∑
r=1 

(−1)rq3r(r−1)/2(1 + q3r)
(q; q)n−r(q; q)n+r

.

By applying (3.4) with

βn = qn

(q; q)n

and α0 = 1 and for n ≥ 1,

αn = (−1)nq3n(n−1)/2(1 + q3n),

we deduce that

∞ ∑
n=0

qn
2+n

(q; q)n
= 1 

(q; q)∞

(
1 +

∞ ∑
n=1

(−1)nqn(5n−3)/2(1 + q3n)
)

= 1 
(q2; q5)∞(q3; q5)∞

,

which is (1.4).



12 H.H. Chan, S.H. Chan / Journal of Combinatorial Theory, Series A 215 (2025) 106035 

Remark 3.1. The simplest proofs of (1.3) and (1.4) are perhaps those given by Bressoud 
[10]. In fact, using (1.2) and Bressoud’s (2.10) with a = 5/2 implies the finite form of 
(1.3), namely,

n ∑
j=−n

(−1)j q(5j2+j)/2

(q; q)n−j(q; q)n+j
=

n ∑
s=0 

qs
2

(q; q)n−s(q; q)s
. (3.7)

Similarly, using (2.2) and a = 5/2 in (2.10), we deduce that

n ∑
j=−n

(−1)j q(5j2−3j)/2

(q; q)n−j(q; q)n+j
=

n ∑
j=−n

(−1)j q(5j2+3j)/2

(q; q)n−j(q; q)n+j
(3.8)

=
n ∑

s=0 

qs
2+s

(q; q)n−s(q; q)s
.

Identity (3.8) is a finite form of (1.4). It can also be derived from Bressoud’s identity 
[10, p. 237, after (10)].

Identity (3.7) suggests that if α0 = 1 and for n ≥ 1,

αn = (−1)nqn(5n−1)/2(1 + qn) and βn =
n ∑

s=0 

qs
2

(q; q)n−s(q; q)s
,

then (3.4) implies that

∞ ∑
j=0 

qj
2

(q; q)j

j∑
s=0 

[
j
s

]
qs

2
= (q3; q7)∞(q4; q7)∞(q7; q7)∞

(q; q)∞
. (3.9)

Similarly, using (3.8) and (3.4), we deduce that

∞ ∑
j=0 

qj
2

(q; q)j

j∑
s=0 

[
j
s

]
qs

2+s = (q2; q7)∞(q5; q7)∞(q7; q7)∞
(q; q)∞

. (3.10)

The above identities can also be obtained from Bressoud’s identity (2.10).

4. An analogue of Bressoud’s lemma and its consequences

In the previous section, we have seen that (1.2) and (2.2), together with (3.4) imply 
(1.3) and (1.4). We notice that (3.6) is not involved in the discussion. An attempt to 
understand (3.6) leads us to the following analogue of Bressoud’s identity (2.10) [10, 
(18)]:
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Lemma 4.1. Let x be a non-zero complex number and q be any complex number. Then

n ∑
j=−n−1

xjqa(j2+j)

(q; q)n−j(q; q)n+j+1
=

n ∑
s=0 

qs
2+s

(q; q)n−s

s ∑
m=−s−1

xmq(a−1)(m2+m)

(q; q)s−m(q; q)s+m+1
. (4.1)

We are led to Lemma 4.1 that involves (q; q)n+j+1 instead of (q; q)n+j in the denomi-
nator of (4.1) because we are looking for examples of β∗

n and α∗
n in (3.5). A generalization 

of (4.1) can be found in [19, (R2)].

Proof of Lemma 4.1. First, by setting m′ = −m followed by letting � = m′ − 1 be the 
new summation index, we find that

−1 ∑
m=−n−1

xmqa(m2+m)

(q; q)n−m(q; q)n+m+1
=

n+1 ∑
m′=1

x−m′
qa(m′ 2−m′)

(q; q)n+m′(q; q)n−m′+1

=
n ∑

�=0 

x−�−1qa(�2+�)

(q; q)n+�+1(q; q)n−�
.

Therefore, we may rewrite the left hand side of (4.1) as

n ∑
j=−n−1

xjqa(j2+j)

(q; q)n−j(q; q)n+j+1
=

n ∑
j=0 

(xj + x−j−1)qa(j2+j)

(q; q)n−j(q; q)n+j+1
. (4.2)

Next, we recall from [10, Lemma 1] that

1 
(xq; q)k

=
k∑

j=0 

xjqj
2

(xq; q)j

[
k
j

]
. (4.3)

For integers n ≥ m ≥ 0, let k = n−m and x = q2m+1 in (4.3), we deduce that

1 
(q; q)n+m+1

=
n−m∑
j=0 

q2mj+j2+j

(q; q)2m+1+j

(q; q)n−m

(q; q)j(q; q)n−m−j
. (4.4)

Using (4.2) and (4.4), we deduce that

n ∑
m=−n−1

xmqa(m2+m)

(q; q)n−m(q; q)n+m+1

=
n ∑

m=0

(xm + x−m−1)qa(m2+m)

(q; q)n−m

n−m∑
j=0 

q2mj+j2+j

(q; q)2m+1+j

(q; q)n−m

(q; q)j(q; q)n−m−j

=
n ∑

m=0

n−m∑
j=0 

(xm + x−m−1)q(a−1)m2
q(m+j)2qjqam

(q; q)j(q; q)n−m−j(q; q)2m+1+j
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=
n ∑

m=0

n ∑
s=m

(xm + x−m−1)q(a−1)(m2+m)qs
2+s

(q; q)s−m(q; q)m+s+1(q; q)n−s

=
n ∑

s=0 

qs
2+s

(q; q)n−s

s ∑
m=0

(xm + x−m−1)q(a−1)(m2+m)

(q; q)s−m(q; q)m+s+1

=
n ∑

s=0 

qs
2+s

(q; q)n−s

s ∑
m=−s−1

xmq(a−1)(m2+m)

(q; q)s−m(q; q)m+s+1
,

where in the last equality, we applied (4.2) on the inner sum. �
As in Bressoud’s article [10], in order to prove identities such as (1.2) and (1.3), we 

need to determine an identity to “kick start” the process. This identity is given by

Lemma 4.2. Let q be any complex number. Then

n ∑
m=−n−1

(−1)mqm(m−1)/2

(q; q)n−m(q; q)n+m+1
=

{
1 if n = 0,
0 otherwise.

(4.5)

Identity (4.5) can be derived from the following Lemma by using the substitution 
z = −1.

Lemma 4.3. Let x be a non-zero complex number and q be any complex number. Then

(−z; q)N (−qz−1; q)N+1 =
N∑

j=−N−1
zjq(j2−j)/2

[
2N + 1
N − j

]
. (4.6)

Proof. The finite q-binomial [9, (3.3.3)] states that

(−yq; q)n =
n ∑

j=0 
yjqj(j+1)/2

[
n
m

]
. (4.7)

Replace n by 2N +1 and y by q−N−1z in (4.7), we obtain (4.6) after simplifications. �
In most articles or books in the literature, the identity (see for example [9, (3.5.5)] or 

[10, (6)])

(−zq; q)N (−z−1; q)N =
N∑

j=−N

zjqj(j+1)/2
[

2N
N − j

]
(4.8)

is proved after proving (4.7). The Jacobi triple product identity (1.10) is then deduced 
from (4.8) by letting N tend to ∞. We observe that (4.6), which corresponds to the 
“odd” case, is lesser known. It is immediate that (1.10) also follows from (4.6) by letting 
N tends to ∞, giving us another proof of (1.10).
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Corollary 4.1. Let q be any complex number. Then
(a)

n ∑
m=−n−1

(−1)mq(3m2+m)/2

(q; q)n−m(q; q)n+m+1
= 1 

(q; q)n
(4.9)

and
(b)

n ∑
m=−n−1

(−1)mq(5m2+3m)/2

(q; q)n−m(q; q)n+m+1
=

n ∑
s=0 

qs
2+s

(q; q)n−s(q; q)s
. (4.10)

Proof. (a) Let a = 3/2 and x = −q−1 in (4.1) and observe that

n ∑
j=−n−1

(−1)jq(3j2+j)/2

(q; q)n−j(q; q)n+j+1
=

n ∑
m=0

qm
2+m

(q; q)n−m

m ∑
r=−m−1

(−1)rq(r2−r)/2

(q; q)m−r(q; q)m+r+1

= 1 
(q; q)n

,

where the last equality follows from (4.5) and the proof of (4.9) is complete. We 
observe that (4.9) is another finite version of Euler’s identity (1.1).

(b) The proof of (4.10) follows from (4.1) with a = 5/2 and x = −q−1 and (4.9). We 
note that (4.10) is another finite version of (1.4). �

We wish to highlight that by combining (4.9) and (1.2), we have the identities

n ∑
m=−n−1

(−1)mq(3m2+m)/2

(q; q)n−m(q; q)n+m+1
=

n ∑
m=−n

(−1)mq(3m2+m)/2

(q; q)n−m(q; q)n+m
= 1 

(q; q)n
. (4.11)

Similarly, by combining (4.10) and (3.8), we deduce the identities

n ∑
m=−n−1

(−1)mq(5m2+3m)/2

(q; q)n−m(q; q)n+m+1
=

n ∑
m=−n

(−1)mq(5m2+3m)/2

(q; q)n−m(q; q)n+m
=

n ∑
s=0 

qs
2+s

(q; q)n−s(q; q)s
.

(4.12)
Next, if we let a = 7/2 and x = 1/q in (4.1), and substituting (4.10) on the right hand 

side, we deduce that

n ∑
j=−n−1

q(7j2+5j)/2

(q; q)n−j(q; q)n+j+1
=

n ∑
s=0 

qs
2+s

(q; q)n−s

s ∑
m=−s−1

q(5m2+3m)/2

(q; q)s−m(q; q)s+m+1

=
n ∑

s=0 

qs
2+s

(q; q)n−s

s ∑
m=0

qm
2+m

(q; q)m−s(q; q)m
.
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Letting n tend to ∞ in the above identity, we deduce, after an application of (1.10), the 
following septic identity which is a companion of (3.9) and (3.10):

∞ ∑
s=0 

qs
2+s

(q)s

s ∑
m=0

[
s
m

]
qm

2+m = (q; q7)∞(q6; q7)∞(q7; q7)∞
(q; q)∞

. (4.13)

Identity (4.13) can also be proved by observing that we may obtain a Bailey pair 
satisfying (3.5) from (4.10). By applying the Bailey pair obtained on (3.6) gives another 
proof of (4.13).

Identities (4.11) and (4.12) are special cases of the following important identity.

Theorem 4.1. Let a be a positive integer and q be a complex number. Then

n ∑
m=−n−1

(−1)mq(am2+(a−2)m)/2

(q; q)n−m(q; q)n+m+1
=

n ∑
m=−n

(−1)mq(am2+(a−2)m)/2

(q; q)n−m(q; q)n+m
. (4.14)

Proof. We shall verify (4.14). First, we rewrite the right hand side of (4.14) as

n ∑
m=−n

(−1)mq(am2+(a−2)m)/2

(q; q)n−m(q; q)n+m

1 − qn+m+1

1 − qn+m+1

=
n ∑

m=−n

(−1)mq(am2+(a−2)m)/2

(q; q)n−m(q; q)n+m+1
−

n ∑
m=−n

(−1)mq(am2+(a−2)m)/2+n+m+1

(q; q)n−m(q; q)n+m+1
.

Comparing with the left hand side of (4.14), we conclude that to prove (4.14), it suffices 
to show that

n ∑
m=−n

(−1)mq(am2+am)/2

(q; q)n−m(q; q)n+m+1
= (−1)nq(an2+an)/2

(q; q)2n+1
. (4.15)

Now,

n ∑
m=−n

(−1)mq(am2+am)/2

(q; q)n−m(q; q)n+m+1
= (−1)nq(an2+an)/2

(q; q)2n+1

+
−1 ∑

m=−n

(−1)mq(am2+am)/2

(q; q)n−m(q; q)n+m+1
+

n−1 ∑
m=0

(−1)mq(am2+am)/2

(q; q)n−m(q; q)n+m+1
.

Therefore, it suffices to show that

−1 ∑
m=−n

(−1)mq(am2+am)/2

(q; q)n−m(q; q)n+m+1
= −

n−1 ∑
m=0

(−1)mq(am2+am)/2

(q; q)n−m(q; q)n+m+1
,
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which is true by replacing m on the left hand side of the expression by −m′, followed by 
replacing m′ by m′′ + 1. We observe here that (2.6) is the case a = 3 of (4.15) and as a 
result, we have another proof of (2.6). �

We remark that by uniqueness theorem in complex analysis, we may deduce from 
(4.14) the following identity:

Corollary 4.2. Let x and q be complex numbers and n be a positive integer. Then

n ∑
m=−n−1

(−1)mxm(m+1)q−m

(q; q)n−m(q; q)n+m+1
=

n ∑
m=−n

(−1)mxm(m+1)q−m

(q; q)n−m(q; q)n+m
.

5. The Andrews–Gordon identity and Bressoud’s identity

We are now ready to give the proof of Theorem 1.2.

Proof. The identities required to prove (1.8) are (2.10), (4.1) and (4.14). We introduce 
some functions to simplify the presentation of our proof. Let

ξ(μ, ν, j) =
j∑

m=−j

(−1)mq((2μ+3)m2+(2ν+1)m)/2

(q; q)j−m(q; q)j+m

and

χ(μ, j) =
j∑

m=−j−1

(−1)mq((2μ+3)(m2+m)−2m)/2

(q; q)j−m(q; q)j+m+1
.

With the above notations, we may deduce from (2.10) and (4.1) that

ξ(μ, ν, n) =
n ∑

m=0

qm
2

(q; q)n−m
ξ(μ− 1, ν,m) (5.1)

and

χ(μ, n) =
n ∑

m=0

qm
2+m

(q; q)n−m
χ(μ− 1,m). (5.2)

Using the above notations, we may rewrite (4.14) as

ξ(ν, ν, n) = χ(ν, n). (5.3)

Suppose k > ν. Then applying (5.1), we arrive at
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ξ(k, ν, n) =
n ∑

sk=0

qs
2
k

(q; q)n−sk

sk∑
sk−1=0

qs
2
k−1

(q; q)n−sk−1

· · ·
sν+2∑

sν+1=0

qs
2
ν+1

(q; q)n−sν+1

ξ(ν, ν, sν). (5.4)

Once we encounter ξ(ν, ν, sν), we use (5.3) to replace ξ(ν, ν, sν) with χ(ν, sν). We then 
apply (5.2) to simplify the right hand side of (5.4) as

ξ(k, ν, n) =
n ∑

sk=0

qs
2
k

(q; q)n−sk

sk∑
sk−1=0

qs
2
k−1

(q; q)n−sk−1

· · ·
sν+2∑

sν+1=0

qs
2
ν+1

(q; q)n−sν+1

(5.5)

sν+1∑
sν=0

qs
2
ν+sν

(q; q)sν+1−sν

· · ·
s2∑

s1=0

qs
2
1+s1

(q; q)s2−s1

χ(0, s1).

Using (4.9), we conclude that

χ(0, s1) =
s1∑

m=−s1−1

(−1)s1q(3(s21+s1)−2s1)/2

(q; q)s1−m(q; q)s1+m+1
= 1 

(q; q)s1
. (5.6)

Substituting (5.6) into (5.5) completes the proof of (1.8).
The proof of (1.9) is similar to that of (1.8) except for the final step. We present the 

relevant steps. Let

ξ∗(μ, ν, j) =
j∑

m=−j

(−1)mq(μ+1)m2+νm

(q; q)j−m(q; q)j+m

and

χ∗(μ, j) =
j∑

m=−j−1

(−1)mq(μ+1)m2+μm

(q; q)j−m(q; q)j+m+1
.

Following the proof of (1.8) using (2.10) and (4.1), we arrive at

ξ∗(k, ν, n) =
n ∑

sk=0

qs
2
k

(q; q)n−sk

sk∑
sk−1=0

qs
2
k−1

(q; q)n−sk−1

· · ·
sν+2∑

sν+1=0

qs
2
ν+1

(q; q)n−sν+1

sν+1∑
sν=0

qs
2
ν+sν

(q; q)sν+1−sν

· · ·
s2∑

s1=0

qs
2
1+s1

(q; q)s2−s1

χ∗(0, s1).

The proof of (1.9) is complete once we prove that

χ∗(0, s1) =
s1∑

m=−s1−1

(−1)mqm
2

(q; q)s1−m(q; q)s1+m+1
= 1 

(q2; q2)s1
. (5.7)

Identity (5.7) is an identity discovered by C.F. Gauss (see [16, Sections 6-9] or [12, (2.1), 
(2.4)]) and the proof of (1.9) is complete. �
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6. Garvan’s k-ranks

In this section, we first discuss a few immediate consequences of Theorem 1.3. Next, 
we state and prove two lemmas needed in the proof of Theorem 1.3 before proceeding 
with its proof.

Letting n tend to infinity and multiplying both sides by (q; q)∞, we arrive at

1 
(q; q)∞

∞ ∑
m=−∞

(−1)mq((2k+1)m2+(2ν+1)m)/2(1 − c)
(1 − cqm) 

=
∞ ∑

sk=0

sk∑
sk−1=0

· · ·
s2∑

s1=0

qU(sk,sk−1,··· ,s2,s1)V∞(q) 
(q; q)sk−sk−1 · · · (q; q)s2−s1(cq; q)s1(q/c; q)s1+1

, (6.1)

where

V∞(q) =
{

1 − qsν+1+1/c, if 0 ≤ ν ≤ k − 1;
1, if ν = k.

We can easily see that the case ν = 0 in (6.1) is equivalent to Garvan’s identity [14, 
(4.1)].

Next, for 0 ≤ ν ≤ k − 1, by expressing

V∞(q) 
(q/c; q)s1+1

= cs1(c− qsν+1+1)∏s1+1
j=1 (c− qj) 

on the right hand side of (6.1) and then letting c → 0, we see that the terms on the right 
hand side are zero except when s1 = 0. The identity that remains is then equivalent to 
(1.5). Thus, (6.1) is a one variable generalization of (1.5). By the same argument, (1.12)
for 0 ≤ ν ≤ k − 1, is readily seen as a one variable generalization of (1.8).

Finally, by setting c = 1 in (1.12), we see that the terms on the left hand side vanishes 
except for the term when m = 0. Thus we arrive at

1 
(q; q)2n

=
n ∑

sk=0

sk∑
sk−1=0

· · ·
s2∑

s1=0

qU(sk,sk−1,··· ,s2,s1)V1(q) 
(q; q)n−sk(q; q)sk−sk−1 · · · (q; q)s2−s1(q; q)s1(q; q)s1+1

,

where

V1(q) =
{

1 − qsν+1+1, if 0 ≤ ν ≤ k − 1;
1 − qn+1, if ν = k.

Before proving Theorem 1.3, we state here two lemmas needed in our proof.

Lemma 6.1. Let � be a positive integer, let x be a non-zero complex number, and let q
and c be any complex numbers. Then
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n ∑
m=−n

xmq�(m
2+m)/2

(q; q)n−m(q; q)n+m(1 − cqm) (6.2)

=
n ∑

s=0 

qs
2

(q; q)n−s

s ∑
j=−s

xjq((�−2)j2+�j)/2

(q; q)s−j(q; q)s+j(1 − cqj)

and

n ∑
m=−n−1

xmq�(m
2+m)/2

(q; q)n−m(q; q)n+m+1(1 − cqm) (6.3)

=
n ∑

s=0 

qs
2+s

(q; q)n−s

s ∑
j=−s−1

xjq(�−2)(j2+j)/2

(q; q)s−j(q; q)s+j+1(1 − cqj) .

Lemma 6.2. Let � be a positive integer and let q and c be any complex numbers. Then

n ∑
m=−n

(−1)mq�(m
2+m)/2

(q; q)n−m(q; q)n+m(1 − cqm) (6.4)

=
(
1 − qn+1/c

) n ∑
m=−n−1

(−1)mq�(m
2+m)/2

(q; q)n−m(q; q)n+m+1(1 − cqm) .

Except for the additional factor 1− cqm in the denominator, the proofs of (6.2), (6.3), 
and (6.4) follow in exactly the same way as Bressoud’s proof of (2.10) in [10, (18)], the 
proof of (4.1), and the proof of (4.14), respectively. As such, we omit proving Lemmas 6.1
and 6.2, and leave them to the interested reader.

Proof of Theorem 1.3. The proof is similar to that of (1.8).
We introduce some functions to simplify the presentation of our proof. Let

ξc(μ, ν, j) =
j∑

m=−j

(−1)mq((2μ+1)m2+(2ν+1)m)/2(1 − c)
(q; q)j−m(q; q)j+m(1 − cqm) 

and

χc(μ, j) =
j∑

m=−j−1

(−1)mq(2μ+1)(m2+m)/2(1 − c) 
(q; q)j−m(q; q)j+m+1(1 − cqm) .

With the above notations, we may deduce from (6.2) and (6.3) that

ξc(μ, ν, n) =
n ∑

m=0

qm
2

(q; q)n−m
ξc(μ− 1, ν,m) (6.5)

and
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χc(μ, n) =
n ∑

m=0

qm
2+m

(q; q)n−m
χc(μ− 1,m). (6.6)

Using the above notations, we may rewrite (6.4) as

ξc(ν, ν, n) = (1 − qn+1/c)χc(ν, n). (6.7)

Suppose 0 ≤ ν ≤ k − 1. Then applying (6.5) repeatedly, we arrive at

ξc(k, ν, n) =
n ∑

sk=0

qs
2
k

(q; q)n−sk

sk∑
sk−1=0

qs
2
k−1

(q; q)n−sk−1

(6.8)

· · ·
sν+3∑

sν+2=0

qs
2
ν+2

(q; q)n−sν+2

ξc(ν + 1, ν + 1, sν+1).

Once we encounter ξc(ν + 1, ν + 1, sν+1), we use (6.7) to replace ξc(ν + 1, ν + 1, sν+1)
with (1− qsν+1+1/c)χc(ν + 1, sν+1). We then apply (6.6) to simplify the right hand side 
of (6.8) as

ξ(k, ν, n) =
n ∑

sk=0

qs
2
k

(q; q)n−sk

sk∑
sk−1=0

qs
2
k−1

(q; q)n−sk−1

· · ·
sν+3∑

sν+2=0

qs
2
ν+2

(q; q)n−sν+2

(6.9)

(1 + qsν+1+1/c)
sν+2∑

sν+1=0

qs
2
ν+1+sν+1

(q; q)sν+2−sν+1

· · ·
s2∑

s1=0

qs
2
1+s1

(q; q)s2−s1

χc(0, s1).

Using (6.7), we see that

χc(0, s1) = 1 
(1 − qs1+1/c)ξc(0, s1) = 1 

(cq; q)s1(q/c; q)s1+1
(6.10)

by (1.11). Substituting (6.10) into (6.9) completes the proof of (1.12) for the cases 0 ≤
ν ≤ k − 1.

For the case ν = k, our starting point is the sum ξc(k, k, n). Consequently, we skip 
the procedure involving the application of (6.5) and instead begin directly with the 
application of (6.7). The subsequent steps of the procedure remain unchanged. �
7. Summary

In this article, we accomplished several key objectives. We began by discussing and 
proving the finite form of Euler’s Pentagonal Number Theorem (1.2). Next, we provided 
modified proofs of the two Rogers-Ramanujan identities, (1.3) and (1.4), using the Bailey 
transform (Theorem 3.1), while bypassing the need for the Bailey Lemma. We then 
established the necessary identities for proving the Andrews-Gordon identities, which 
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are analogous to those previously discovered by Bressoud. Finally, we presented our 
proofs of the finite versions of the Andrews-Gordon identity, Bressoud’s identity, and 
Garvan’s generalization of Dyson’s rank.
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